ISQED speakers propose profound changes in chip design
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SAN JOSE, Calif. — Calling for significant changes in the way chips are designed and manufactured, three plenary session speakers took off in different directions on the third day of the International Symposium on the Quality of Electronic Design (ISQED) conference here Wednesday. Attendees heard a call for a new design tool architecture, a pitch for low-cost "minifabs," and tips for power management in complex ICs. 

Rajeev Madhavan, chairman and CEO of Magma Design Automation, led off the session with a look the spiraling complexity of the design flow. In Madhavan's view, the full cost of an ambitious chip design — which he quantified as an 18-by-18 mm die in 90 nm, requiring 4 million lines of HDL code and a team of at least 50 engineers — will hit $80 million soon. That was enough, he claimed, to prevent most chip designs from even starting. 

Madhavan traced the problem to the proliferation of design issues, the proliferation of point tools to deal with each individual problem, and the conglomeration of point tools by corporate acquisition, rather than by thoughtful integration. He called for a clean sheet of paper, and a new design tool architecture based on a central data model that's distinct from a conventional data base. 

Madhavan described today's status quo as guessing at a placement and routing, then extracting more guesses about chip characteristics, and going back and modifying the placement or routing when those guesses proved gloomy. Instead, in Madhavan's view, the design should be explored thoroughly at the architectural level, including not just behavior and floorplan but estimates of physical and even process effects. 

Then the architecture would be submitted to a compiler — not a synthesis tool — that would produce a correct-by-construction physical design, incrementally assembling the design while looking at all the impacts, including crosstalk, design rules, reticle enhancement issues and process variation windows, as it added each wire segment. 

On an entirely different note, Rubicad president and CEO Michael Reinhardt explored the economics and realities of the foundry business. 

Reinhardt pointed out that the alleged huge cost of a fab was nonsense. Starting with published figures for UMC's planned 300 mm, 90 nm fab at $3.7 billion, he observed that in terms of circuits out the door, the capacity of this one new fab was the equivalent of 90,000 200 mm, 180 nm wafers per week. That's a level that would have required 13 180 nm fabs, at a total cost of $25 billion. 

The problem, Reinhardt maintained, is not that fabs are too expensive, but that there is too much capacity. He stated that the announced 200 mm and 300 mm fabs would essentially double the world capacity for advanced processes, and that there was no combination of markets on the horizon capable of absorbing that much capacity. 

For instance, he illustrated, putting an RF-ID chip in each of 6 billion humans would keep one major 300 mm fab busy for three months. Providing the chips for a build-out of 400 million cell phones would require the full attention of only two to three fabs, and the handsets could not possibly be marketed at the same rate that the chips were produced. 

In summary, Reinhardt suggested an entirely different direction, based on two emerging technologies. One is nanoimprint technology, which he said had demonstrated creation of 10 nm structures with its process of physically pressing a pattern from a tool into a settable gel. 

The other is offset printing, which Reinhardt observed was already being used in some relatively non-critical processes such as producing RF-ID circuits. Both of these technologies, he said, could be used to make feasible a production minifab low enough in cost and high enough in capacity to meet the needs of most fabless semiconductor firms. 

To quantify the claim, he pointed out that one $7 million production printing press could print about 20 times the area of all current world semiconductor manufactured output in a week. The speaker granted that the comparison was not direct. 

But he then reported work at NanoInk (Chicago, Il.) to produce 65 nm features at production rates with an array of printing heads using what the company calls dip-pen nanolithography — a technique based on the atomic force microscope.Either approach, Reinhardt suggested, could be the kernel around which a successful minifab could be assembled for a few million dollars. 

Finally, Intel Circuit Research Lab director Shekhar Borkar described the challenge of the near future from the point of view of circuit designers. Against the backdrop of the wonderful news that CMOS would probably continue scaling in critical dimensions, oxide thickness and operating voltage, Borkar focused on power problems. 

In about four years, Borkar said, advanced design teams could have available on billion transistors on a die. With that they will get very high operating speeds, but also a problem with leakage current. Specifically, Borkar said that if threshold voltages continue to scale down, and gate tunneling currents continue to increase, the 1 billion transistors would produce 100 Watts of leakage power. 

An immediate issue, Borkar said, is gate dielectric material. If a suitable high-K material is not found, he stated, oxide thickness scaling will have to slow down, and quite possible stop, ending voltage scaling. Even with that result, something will have to be done about sub-threshold leakage to keep it from growing to more than half of total circuit power, as it is about to do. 

The Intel Fellow suggested several circuit design alternatives that show promise. The simplest, and in some cases the most effective, is simply to insert high-threshold "sleep transistors" that turn off the supply current to leaky circuits when they are not in use. A less obvious approach is to exploit the fact that if you put two transistors in series, and size them so that the equivalent load of their gates on the input contact is the same as that of a single transistor, you reduce the leakage through the pair by up to an order of magnitude. 

Borkar suggested two ways this approach could be used. First, many circuits already have transistor pairs in source-drain series for one reason or another. EDA tools could be created to identify these transistor stacks, and to develop vectors that could be forced onto the circuit during quiescent periods to turn both transistors in the stack off, essentially blocking the leakage path through the two devices. Alternatively, individual transistors could be replaced with transistor stacked pairs, with their gates tied together, on paths where the small additional delay of the pair could be handled. 

Finally, Borkar described an experiment at Intel in which body bias was applied to individual circuits within a die under external control to manipulate threshold voltage. In the technique, each circuit on each die was tested for threshold, and either a positive or a negative body bias was applied to bring the threshold within specified limits. 

When the variable bias approach was used not only to compensate for variations between wafers, but for on-die variations in threshold voltage, the researchers were able to bring 97 per cent of the dice in the lot into the top speed bin, and to moderate leakage current. Such techniques might prove necessary, Borkar warned, because advanced processes were showing an overall process variation of a factor of 20 in sub-threshold leakage. He said some of this was due to variability in channel lengths and some was due to variability in doping, but it was difficult to separate the two effects. 

Moving from the circuit to the architectural level, Borkar said that energy consumption would have to be considered here as well. He observed, for instance, that at a block level supply voltage could be chosen on the basis of performance needs, rather than simply having a single voltage for the entire core. 

Further, in many cases several slow blocks working in parallel could be substituted for one fast block, permitting a significant reduction in voltage and hence an overall energy saving. All such techniques, he suggested, would be necessary to manage power. 

