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Abstract—In this paper, we develop an evolutionary-
driven circuit optimization methodology, which can be
leveraged for the synthesis of spintronic-based normally-
off computing (NoC) circuits. NoC architectures distribute
nonvolatile memory elements throughout the CMOS logic
plane, creating a new class of fine-grained functionally-
constrained synthesis challenges. Spin-based NoC cir-
cuits synthesis objectives include increased computational
throughput and reduced static power consumption. Our
proposed methodology utilizes Genetic Algorithms (GAs)
to optimize the implementation of a Boolean logic expres-
sion in terms of area, delay, or power consumption. It first
leverages the spin-based device characteristics to achieve a
primary semi-optimized implementation, then further per-
formance optimization is applied to the implemented de-
sign based on the NoC requirements and optimization cri-
teria. As a proof-of-concept, the optimization approach
is leveraged to implement a functionally-complete set of
Boolean logic gates using spin Hall effect (SHE)-magnetic
tunnel junctions (MTJs), which are optimized for both
power and delay objectives. NoC synthesis methodologies
supporting NoC circuit design of emerging device and hy-
brid CMOS logic applications. Finally, Simulation results
and analyses verified the functionality of our proposed op-
timization tool for NoC circuit implementations.

Keywords—Normally-off computing (NoC), Evolution-
ary algorithm, Majority logic, Spintronic devices, spin Hall
Effect (SHE), Magnetic Tunnel Junction (MTJ).

I. Introduction

Although scaling of CMOS transistors has enabled the
proliferation of computational technology since the 1960s,
transistors will stop shrinking by the early 2020s, due to
limitations of CMOS scaling [1], which has resulted in con-
siderable research on emerging device technologies. Among
promising devices, 2014 magnetism roadmap [2] identi-
fies Spintronics devices such as magnetic tunnel junctions
(MTJs) as capable beyond-CMOS candidates due to their
non-volatility, near-zero standby power, and high integra-
tion density [3]. MTJ-based devices have been extensively
researched in memory [4], [5] and functional building blocks
[6]. Realizing large scale logic circuits remains a seri-
ous challenge [7], due to their high switching energy. Al-
though spin-based devices such as MTJs suffer from higher
switching energy consumption compared to CMOS, their
intrinsic non-volatility characteristics make them a promis-
ing candidate to be utilized within normally-off computing
(NoC) architectures [8]. NoC systems have attracted con-

siderable attention in recent years due to their near-zero
standby power dissipation, as well as their resiliency to-
ward unstable power sources and power failures [9]. The
primary building blocks of NoC architecture include non-
volatile flip-flops, non-volatile memories, and non-volatile
gates and logic circuits. Feasibility of a spintronic NoC sys-
tem has been demonstrated in [10], verifying its capability
to increase computational throughput, while reducing the
energy consumption.

The unifying computational mechanism that underlies
most spintronic devices is an accumulation mode opera-
tion that enables the realization of majority logic functions
as basic computational building blocks. Spin-based major-
ity gates (MGs) can be leveraged to realize Boolean gate
implementations within a gate library, which can be uti-
lized for NoC systems. Previous optimization and synthesis
approaches for MG-based design mainly focus on a single
technology implementation such as quantum-dot cellular
automata (QCA) [11] and all-spin logic (ASL) [7]. How-
ever, hybrid CMOS/spintronic circuits require specific op-
timization methodology that considers the characteristics
of both CMOS and spin-based devices.

In this paper, we propose a baseline optimization
methodology to design spin-based NoC circuits. We im-
plement an MG library containing a functionally-complete
set of Boolean logic gates required for implementing repre-
sentative NoC designs. First, the Boolean logic expressions
are decomposed into their minterms. Then, minterms are
mapped into a tree, which its root can be a 3-input or 5-
input MG. Finally, genetic algorithms (GAs) are leveraged
to optimize the implementation of a targeted Boolean ex-
pression using only 3-input and 5-input MGs based on the
spin-based device characteristics and optimization criteria,
i.e. area, delay, or power. In summary, the novel contri-
butions of this paper are as follows: 1) an optimization
tool is developed for generating optimized spin-based NoC
systems using MGs, 2) the proposed methodology incor-
porates multilevel MG network without using inverters, 3)
complementary modifications are applied to the optimiza-
tion tool to realize and tune NoC circuit benefits, and 4) a
spin-Hall effect (SHE) MG library is developed as a proof
of concept.

II. Spin-based Normally-Off Computing Circuit

In recent years, NoC architectures have been investigated
as a promising approach that has to potential to overcome
the existing power-consumption issues limiting the perfor-
mance improvement in VLSI systems [9]. In spin-based
NoC architectures, spintronic devices such as MTJs are
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Fig. 1. (a) Generalized layer-structured spin-based NoC circuit, and
(b) circuit structure of PCSA.

distributed throughout the CMOS logic layer. An MTJ is
composed of two ferromagnetic layers, free layer and fixed
layer, which are separated by a thin insulator. The polar-
ization state of the free layer can readily change, whereas
fixed layer is magnetically-pinned. Hence, there are two
stable magnetization configurations, parallel (P), i.e. low
resistance state, and anti-parallel (AP), i.e. high resistance
state. P and AP states denote “0” and “1” in binary infor-
mation, respectively. Spin-transfer torque (STT) switch-
ing is one of the most promising switching approaches for
MTJs, due to its simplicity; however, it suffers from high
write energy consumption [12]. Recently, 3-terminal spin-
Hall effect (SHE)-MTJ has been introduced as an alter-
native offering promising benefits such as energy-efficient
and high-speed write, as well as decoupled read and write
paths [3]. A SHE-MTJ structure includes an MTJ that
its free layer is directly connected to a heavy metal (HM).
The magnetization direction of the free layer can be ori-
ented according to the direction of an applied charge cur-
rent that flows through HM. Non-volatility, normally-off,
and instant-on characteristics of SHE-MTJ devices enable
power-gating at a fine-granularity, which significantly re-
duces the leakage power dissipation. Moreover, the MTJ
devices can be vertically stacked at the back-end process
of CMOS fabrication resulting in a small area overhead.

As shown in Fig. 1(a), CMOS-based logic control
layer is one of the most important components in spin-
based NoC circuits, which enables the implementation of
a Boolean logic within the non-volatile spintronic layer.
Moreover, read operation for spin-based devices are per-
formed by leveraging the widely-used pre-charge sense am-
plifier (PCSA) described in [13]. Figure 1(b) shows the
PCSA consisting four PMOS transistors, two NMOS tran-
sistors which connects the PMOS transistors to the spin-
based devices, and one NMOS transistor that connects the
circuit to ground (GND). Sensing process in PCSA has two
states called pre-charge and discharge. In pre-charge state,
clock signal (CLK) is set to “0” which turns on the PMOS
transistors, thus OUT and OUT are set to VDD. In dis-
charge state, CLK is set to “1” which turns off the PMOS
transistors and turn on the NMOS transistor. Therefore,
the circuit is connected to GND and disconnected from
VDD. Hence, the voltages of the OUT and OUT termi-
nals, which are connected to the sense and reference MTJs,

respectively, start to discharge. The reference MTJ re-
sistance is designed in a manner such that its value in
parallel configuration is between low resistance, RP, and
high resistance, RAP, of the sense MTJ, R(reference MTJ)=
1/2(R(AP-sense MTJ) + R(P-sense MTJ)). Due to the differ-
ence between the MTJs’ resistances, the discharge speed
is different. The discharge state continues till the volt-
age drop in lower resistance branch results in a voltage
difference larger than the threshold voltage between the
source and gate of the PMOS transistor in higher resis-
tance branch. Then, the higher resistance branch will be
connected to VDD and lower resistance branch will be dis-
charged to GND.

As mentioned above, spintronic devices enable the real-
ization of majority logic functions as basic computational
building blocks. AND/OR gates can be readily imple-
mented by majority gates, for instance by affixing one of
the inputs of a 3-input MG to “1” or “0” states upon de-
mand during the circuit operation, then a 2-input OR gate
or a 2-input AND gate can be realized, respectively. The
technology mapping process in most of the previously pro-
posed synthesis techniques focuses on technologies which
can be readily concatenated such as QCA [11] and ASL
[7]. However, in spin-based NoC circuits, a CMOS-based
sensing, and control unit is utilized to convert magnetic
orientation and voltage signals to transfer data from one
spin-based logic layer to another. The collaborative op-
eration of two technologies with different area, delay and
power characteristics, necessitate new synthesis paradigms,
which includes both devices and conversion blocks charac-
teristics. Hence, a novel methodology is proposed herein
to realize an optimized spin-based NoC system based on
the optimization criteria, i.e. area, delay, or power. To
the best of our knowledge, this is the first work addressing
the synthesis and optimization requirements of spin-based
NoC architecture implementation.

III. Proposed Approach

In this section, our optimization methodology for spin-
based NoC circuits is described, as shown in Fig. 2. Spin-
based components are utilized for storing and computing,
whereas CMOS-based elements are used for implementing
logic in storage elements, as well as to conduct the read
operation. Required sensing scheme is provided by PCSA,
which generates both output (OUT) and invert of the out-
put (OUT). Hence, the intrinsic structure of the proposed
spin-based NoC cell includes one MG, which provides a
functionally-complete unit. Thus, in our proposed opti-
mization methodology, the implementation cost of inverter
gate is equal to zero. Our proposed evolutionary approach
includes two levels of optimization to reduce the conver-
gence time: Technology-Dependent Optimization and Per-
formance Optimization.

A. Technology-Dependent Optimization

In the first level of the optimization, Genetic Algo-
rithms (GAs) are utilized to optimize the implementa-



Fig. 2. Schematic of proposed evolutionary approach to realize MG-
based NoC circuit.

tion of a Boolean logic expression in terms of area, delay,
or power. Although GAs were selected for the proof-of-
concept framework due to their rapid prototyping ability to
achieve multi-objective optimization, extensions are identi-
fied subsequently in Section 3.2 and Section 5. It leverages
the spin-based device characteristics as inputs to achieve
a semi-optimized implementation. First, a transforming
unit, which is Synthesis Unit (SU1), decomposes a Boolean
expression into its minterms. Then, the generated minterm
expression is applied to a mapping and optimization unit,
which is Synthesis Unit 2 (SU2), along with optimization
criteria and characteristics of spin-based building blocks.
For instance, in a design with 3-input and 5-input spin-
based MGs as building blocks, first MGs are separately
implemented, and their related delay, area, and power con-
sumption are measured. Then, the obtained results are
leveraged to define their implementation cost within the
optimization methodology. Finally, the GAs are utilized
to optimize a Boolean logic implementation based on the
optimization criteria and the obtained implementation cost
of the spin-based building blocks in SU3.

GAs are biologically-inspired algorithms which are one
of the most popular multi-objective tools due to their abil-
ity to empirically explore complex search spaces regardless
of their gradient or higher derivatives to realize suitable
designs in a design prototyping environment. As shown in
Fig. 3, the mapping and optimization unit involves three
main steps as explained in the following sequence.

Fig. 3. Operations of F1 and F2 blocks for A·B+C in technology-
dependent optimization process.

1) Initialization: an initial set of tree-based structures
are created, in which each parent can have three or five
random children. Each of the trees is a chromosome and
the complete set is called initial population. The GA con-
vergence time could be adjusted by the population size and
range chromosome variety. Extending the population size
leads to increasing the variety of chromosomes, which is
limited to some upper bounds. However, this extension
leads to an increase in the total processing time of GA.

2) Fitness Evaluation: To evolve the population to-
ward better solutions the fitness of each chromosome is
evaluated. Therefore, a fitness function is defined to as-
sign a fitness value to the chromosomes. This evalua-
tion is required in several occasions during the operation
of the algorithm including parent selection, and constitu-
tion of the next generation population. Herein, the fit-
ness function is expressed by f(ti) = N(m, ti)/(length of
ti)+1/N(r, ti)+1/(number of gate), where m is the applied
input minterms, N() is a function that calculates the num-
ber of minterms in m, which is implemented by ti tree, and
r is the remainder of the minterms that should not be im-
plemented. As it can be seen, the fitness function has an
inverse relation with the length of the tree, which results
in producing balanced trees. It enables performing a larger
number of parallel operations at each level leading to power
and delay optimized implementations.

3) Replacement : GA generates new offspring(s) from se-
lected parents with a defined probability to achieve im-
proved solutions to the problem. Herein, the sub-tree
has been selected as the crossover operator, which selects
two nodes and exchanges their sub-trees rooted from the
selected nodes. Moreover, a mutation operation is per-
formed by creating randomly generated chromosomes and
exchanging them by a number of randomly selected chro-
mosomes with a specific probability. The mutation oper-
ation is applied to avoid the algorithm being trapped in
a local optimum. Tournament selection has been utilized
in order to select the parents for crossover and mutation
operators. The algorithm stops when no improvement in
fitness function happens after more than 100 generations.
The output of this mapping and optimization unit is an op-
timized graph expression, as shown in Fig. 3. Algorithm
1 and Fig. 4(a) illustrate the evolutionary approach lever-
aged in the proposed technology-dependent optimization
methodology.

B. Power and Delay Optimization

The computational mechanism underlying most spin-
tronic devices is charge accumulation mode operation.
Therefore, increasing the input current decreases the oper-
ation’s delay at the expense of increasing power consump-
tion. As it was mentioned in Section 2, AND/OR gates can
be readily implemented by majority gates, for instance, to
realize a 2-input OR (AND) gate, one of the input tran-
sistors of a 3-input MG should be ON (OFF). Therefore,
disjunction operator (OR) has larger power consumption
than conjunction operator (AND), due to a higher number



Algorithm 1 Mapping and Optimization Algorithm
1: procedure Transforming(1)
2: Input: Boolean Expression (Gate functionality)
3: Generate truth table of an applied n-input function
4: Convert Boolean expression to minterms
5: Output: Minterms expression set
6: end procedure
7: procedure Mapping and Optimization Algorithm
8: Input1: Generated minterms
9: Input3: Optimization criteria (area, delay, power)
10: Step1: Initialization
11: Define implementation cost for 3-input MG (M3) and 5-input

MG (M5)
12: Adjust optimization factor based on cost and applied criterion
13: Generate pool of tree-based MG functions
14: Label root with M3 (M5) & add node with respect to root
15: Step2: Fitness Evaluation

16: f(ti) =
N(m,ti)

(length(ti))
+ 1.0

N(r,ti)+1
+ 1.0

#gate+1

17: Compute f(ti) for the constructed tree ti
18: if progress in f is less than threshold or constraint on the

upper limit number of generations is reached then
19: Break
20: end if
21: Step3: Crossover
22: P1, P2= Randomly select two branches from different trees
23: if root (P1) & root (P2) are M3 or M5 then
24: Replace selected sub-trees with each other
25: else
26: Repeat Step3 until reach a leaf then Break
27: end if
28: Repeat Step2
29: Output: Optimized graph expression
30: end procedure

of ON transistors that leads to the higher input current.
Since the implementation cost of an inverter is equal to
zero in our optimization methodology, disjunction opera-
tors and conjunction operators can be replaced according
to the well-known De Morgan’s law without any redun-
dancy cost. Hence, a third functional unit (SU3) is added
to the optimization tool, which replaces the OR (AND) op-
erations by AND(OR)-inverter operations within the logic
implementation to reduce power (delay). Algorithm 2 de-
scribes SU3 functionality, which first takes the optimized
tree obtained by SU2. Then, it executes a pre-order traver-
sal scheme to visit a node, check its value, and update it,
recursively. All of the trees or sub-trees with a root la-
beled M3 or M5 are examined to find any leaf with value
“1”. Then, it replaces “1” with “0” and inverts all of the
remaining leaves with the same parent. Finally, it uses the
OUT signal instead of OUT to invert the whole tree or sub-
tree. An example of a power-optimized implementation of
(A+B+C+D) expression and its corresponding normalized
simulation results are shown in Fig. 4(b) and Fig. 4(d),
respectively.

C. Area Optimization

In the proposed NoC architecture each MG node requires
one PCSA. Therefore, the number of PCSAs required for
each layer depends on the number of MG nodes existing
in that non-volatile spintronic layer. On the other hand,
PCSAs can be shared between different non-volatile spin-
tronic layers. Thus, the number of PCSAs required for
implementing a NoC circuit is equal to the maximum num-

Algorithm 2 Power Optimization
1: Input: Technology-Dependent Optimized tree (t)
2: procedure pre order traversal (t)
3: while t is not NULL do
4: if t is tree then
5: x ← root(t)
6: if x == (M3 or not M3) then
7: for j in 3 do
8: pre-order traversal (sub-tree j)
9: end for
10: else if x== (M5 or not M5) then
11: for j in 5 do
12: pre order traversal (sub-tree j)
13: end for
14: end if
15: else
16: x ← value(t)
17: if x==1 then
18: Update (invert) all children with parent(x)

19: Select OUT instead of OUT (vice versa) to output
20: end if
21: return
22: end if
23: end while
24: end procedure
25: Output: Power optimized tree

ber of MG nodes utilized in any non-volatile spintronic
layer. However, According to the fitness function described
in Section 3.1, trees with balanced structure have larger
fitness value. Although the balanced tree structure, e.g.
shown in Design I of Fig. 4(c), provides an optimized im-
plementation in term of delay or power consumption, it
requires a larger number of PCSAs due to having more
MG nodes in second layer leading to higher area overhead.
Hence, for area optimization we have modified the fitness
function to f(ti) = N(m, ti)/(length of ti) + 1/N(r, ti) +
1/(number of gate) + 1/(nMG+1), where nMG is the max-
imum number of PCSAs in the implemented design. The
procedure leveraged a breadth-first search technique to find
the maximum number of MGs in one level. Therefore, the
optimization methodology creates an unbalanced tree with
less number of MG nodes in each layer as shown in Design
II of the Fig. 4(c). Thus, only a single PCSA is required
to implement the A·(B+CD) Boolean expression, which re-
sults in decreased area consumption while increasing delay,
as shown in Fig. 4(d). This is caused by the increased se-
quential operations required to deliver the output of each
logic layer to the next one.

IV. Proof-of-Concept: SHE-Based MG

In this section, we have leveraged our proposed optimiza-
tion methodology to implement a functionally-complete
set of Boolean logic gates using SHE-MTJ, as a proof-
of-concept for optimized spin-based NoC circuit design.
Herein, the SHE-MTJ model developed in [5] is utilized
to design a 3-input and 5-input MGs, as shown in Fig.
5(a) and Fig. 5(b), respectively. In accordance with
Fig.5, PMOS transistors are leveraged to produce the input
charge currents, while a PCSA is used to sense the SHE-
MTJs’ states. The dimensions of the 3-input (5-input)
SHE-MG is designed in a manner such that at least two
(three) out of the three (five) input transistors should be



Fig. 4. (a) technology-dependent optimization for F= A.B.C.D, (b)
power optimization for F= A+B+C+D, (c) area optimization for F=
A·(B+CD), and (d) comparison results for Designs in (b) and (c).

ON to produce a current amplitude greater than the critical
current of SHE-MTJ. The functionality of the SHE-MGs
is verified by SPICE circuit simulation. Table 1 and Table
2 list the write operation performance of the 3-input and
5-input MGs, respectively. Switching the 5-input SHE-MG
requires larger number of ON transistors leading to higher
input charge current, which increases the power consump-
tion, while decreasing switching delay [14]. Table 3 lists
read operation results for 3-input and 5-input SHE-MG.
MGs can be readily configured to perform AND or OR
gates by fixing one (two) of three (five) inputs to “0” or
“1”, respectively. Figure 5(c) depicts 2-input and 3-input
AND operation using 3-input and 5-input SHE-MGs, re-
spectively.

To implement spin-based NoC cells, the 3-input and 5-
input SHE-MGs are defined as functional blocks and their
characteristics are applied to the optimization tool. The
proposed evolutionary approach is leveraged to implement
a functionally-complete set of Boolean logic gates. For
each of the Boolean functions, power and area optimiza-
tion resulted in an identical implementation, while the de-
lay optimization generated a different implementation. As

Fig. 5. (a) SHE-MTJ based 3-input MG, (b) SHE-MTJ based 5-input
MG, (c) simulation results for 2-input OR logic, and 3-input AND
logic using (a) and (b), respectively, and (d) schematic of 3-input and
5-input SHE-MG.

Fig. 6. Normalized results for (a) power consumption, and (b) delay
leveraging two optimization approaches.

listed in Table 4, there are higher number of “0” inputs in
power-optimized structures, while delay-optimized imple-
mentations include more “1” inputs. This is achieved by
the performance optimization method introduced in Sec-
tion 3, which leads to smaller input current for power-
optimized and larger input current for delay-optimized im-
plementations. Moreover, Fig. 6 exhibits the normal-
ized power dissipation and delay for selected 2-input to 6-
input Boolean logic circuits, which are implemented using
the proposed power-optimization and delay-optimization
paradigms. The results verify the efficiency of our opti-
mization methodology for NoC circuit implementations.

TABLE I

Write performance of 3-input SHE-MG.

Inputs
No.†

Write Operation
A B C Power (µW) Delay (ns)

0 0 0 1 0.124 -
0 0 1 3 67.7 -
0 1 1 3 130.3 2.98
1 1 1 1 187.9 1.91
Average 97.7 2.84
(†)Number of 3-input Boolean expression with same features.

TABLE II

Write performance of 5-input SHE-MG.

Inputs
No.†

Write Operation
A B C D E Power (µW) Delay (ns)

0 0 0 0 0 1 0.32 -
0 0 0 0 1 5 67.2 -
0 0 0 1 1 10 128.4 -
0 0 1 1 1 10 185.4 2.22
0 1 1 1 1 5 236.64 1.69
1 1 1 1 1 1 283.68 1.39
Average 154.4 2.11
(†)Number of 5-input Boolean expression with same features.

TABLE III

Read performance of SHE-MGs.

Design
Read 0 Read 1

Power Delay Power Delay

SHE-based 3-MG 1.64 µW 20 ps 1.28 µW 20 ps
SHE-based 5-MG 1.35 µW 21 ps 1.53 µW 22 ps



TABLE IV

Optimized implementation of functionally-complete set of Boolean logic gates using SHE-MGs.

Standard Functions Efficiency Criteria
Power∗ Delay

1. A.B (or A.B) M(A,B,0) M(A,B, 1, 0, 1)

2. A+B (or A + B) M(A,B, 0) M(A,B,0,1,1)

3. A.B+A.B (or A.B+A.B) M(M(A,B, 0),M(B,A, 0), 0) M(M(A,B,A,B, 1),B,M(A,B,B, 1,A),B, 1)

4. A.B.C (or A.B.C) M(A,B,C,0,0) M(A,B,C, 1, 1)

5. A+B+C (or A + B + C) M(A,B,C, 0, 0) M(A,B,C,1,1)

6. (A.B) + C M(A,B,C,C,0) M(A,B,C,C, 1)

7. (A + B).C M(A,B,C,C, 0) M(A,B,C,C,1)

8. A.C+B.C M(M(A,C, 0)M(0,B,C),C) M(A,B,M(B,C,A, 1, 1),M(1,B,1,A,C),C)
9. A.B+B.C+A.C M(A,B,C) M(A,B,C,1,0)

10. A⊕B⊕C M(M(A,B,C),C,M(B,A,C)) M(A,M(A,B,C, 0, 1),B,C, M(A,B,C, 0, 1))

11. A.B.C.D (or A.B.C.D) M(D,0,M(A,B,D,C,0)) M(A,D, 1, 1,M(A,B,C,D, 1))

12. A+B+C+D (or A + B + C + D) M(B, 0,M(A,B,C,D, 0)) M(C,1,M(C,B,A,1,D),B,B)

13. (A.B + C + D) M(C,0,M(A,B,D,D,0)) M(C,D, 1, 1,M(A,B,D,C, 1))

14. (A + B).C.D M(0,C,M(A,B,D,D, 0)) M(M(A,B,C,D, 1),C,D, 1, 1)

15. (A.B + C.D) M(M(A,B, 0),M(C,D, 0),0) M(C,M(1, 1, 0,A,B),M(1,C,D,A,B),D, 1)

16. (A + B).(C + D) M(M(A,B, 0),B,M(0,C,D)) M(A,B,B,M(B,B,C,D, 1),M(A,B,C,D,1))

17. (A.B + C.D + E) M(M(A,B,E),0,M(C,D,E,E, 0)) M(E,E,1,M(B,A,E,E,E),M(C,1,D,E,E))

18. (A + B).(C + D).E) M(M(A,B,E), 0,M(C,D,E,E, 0)) M(E,E,1,M(C,D,E, 1,E),M(B,A,E,E,E))

19. (A.B + C.D + E.F) M(M(A,B, 0),M(C,D, 0),M(E,F, 0),0,0) M(M(A,B, 1),M(C,D, 1),M(E,F, 1), 1, 1)

20. (A + B).(C + D).(E + F) M(0,M(A,B, 0),M(C,D, 0), 0,M(E,F, 0)) M(1,M(A,B, 1),M(1,C,D), 1,M(E, 1,F))

21. (A + B + C).(D + E + F) M(M(A,B,C, 0, 0), 0,M(D,E,F, 0, 0)) M(0,1,M(A,B,C, 1, 1), 1,M(D,E,F, 1, 1))

(∗) Power and area optimization resulted in an identical implementation.

V. Conclusion

In this paper, we have developed an evolutionary ap-
proach to optimize the implementation of spin-based NoC
circuits. The 3-input and 5-input MGs are introduced
as functional building blocks and their characteristics are
applied to the proposed optimization tool. First, GAs
are utilized in our methodology to perform a technology-
dependent optimization to generate an optimized imple-
mentation based on the obtained characteristics of spin-
based building blocks. Then, complementary performance
and area optimization are introduced to improve the imple-
mentation based on the requirements of the NoC system.
As a proof of concept, we have developed and examined
3-input and 5-input MGs using SHE-MTJs and leveraged
their characteristics to implement a functionally-complete
set of Boolean logic gates. Simulation results, as well as
power, delay, and area analyses verified the functionality of
our proposed optimization tool for NoC circuits. The fu-
ture work includes developing more advanced genetic trans-
formations to improve the proposed framework’s capability
of handling larger scale optimization and synthesis.
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